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HanomrHaHe o ceoncteax DIG ong MW

The Galactic DIG is inferred to have an average electron density of
0.01-0.1 cm™—, with a scale height of approximately 1 kpc (Haffner
etal. (2009)). Scale heights of H o emission (roughly half the electron

* JNEKTPOHHAA MIOTHOCTL O.01-0.1 cm—3

e [emrepatypa 6000 K- 10 000 K
density scale height) throughout the Milky Way have been measured ( BBILLE yem B obnacTax H Il

in the range 250 pc to greater than 1 kpc (Hill et al. 2014; Krishnarao
et al. 2017). Ocker, Cordes & Chatterjee (2020) measure the free
electron scale height in the local Galactic disc to be approximately
1.5 kpc via pulsar dispersion measures. The temperature of the
DIG 1s higher than that of typical HII regions, at 6000 to 10000
K (Madsen, Reynolds & Haffner 2006). The DIG requires both e JloKanbHaa WKana BbICOT CBOOOHbIX
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a mechanism for supporting the ionized gas at high altitudes and

also for providing the energy to 1onize the gas. Many groups have

Vandenbroucke & Wood (2019) investigated the effect of pho-
toionization on the support of DIG in simulations excluding super-
novae. They found that outflows produced by the warm ionized gas
were not enough to produce a DIG layer at the observed densities.

Cox 1993; Dove & Shull 1994). Until recently, the inclusion of
photoionization in the large-scale feedback simulations was mostly

done as a post-processing step on snapshots of the density grids
and adopting ionization equilibrium. Compared to a smooth ISM,

Kado-Fong et al. (2020) performed MHD simulations of the
ISM including the effects of supernovae, using a self-consistent
star formation algorithm based on sink particle formation and

the assumption of ionization equilibrium. The vertically resolved
neutral structure reproduced that of the Milky Way, but the DIG

layer in their simulations was highly variable in time and only
occasionally reached the kpc scale heights inferred from observa-
tions. The assumption of ionization equilibrium and the absence
of accreting gas from the intergalactic medium were suggested
as possible explanations for the low density of the DIG in their
simulations. Another source of ionization of the DIG in addi-

K (Madsen, Reynolds & Haffner 2006). The DIG requires both [ Sy VI=VEEyEIVIN 1A B@DOCa /1 NOAAEPKaHMA

IPUCYTCTBMSA ra3a Ha DONbLUMX BbICOTax
— 7 (CM. Takke cnenyioumy cnama)

e MexaHm3mbl CNOCODOHBIE obecnednTs
HaOMoOaemMyo CTeneHb MoHM3auUmm — ¢

o KOPPEKTHOE MOLEMDOBAHWE, @ MEHHO:!

e — HEeODOXOAVMOCTb YYMTHIBATL GUAObEK

OT CBepxHOBHIX (Vandenbroucke &
Wood 2019) — 7

* — HEKOPPEKTHOCTb OOMYLIeH s
/OH3ALUMOHHOIO PaBHOBECKS I
nDacyeTa POTOMOHM3ALMOHHBIX
SOQEKTOB Ha CTaaMM NOCT-0OPabOTKM

moaenen (Kago-Fong et al. 2020)
— 7
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simulations. Another source of i1onization of the DIG in addi- _
tion to OB stars is photoionization from a population of hot ° HGO6XOQMMOCTb YA TBIBATD HOLMES <h0t

low mass evolved stars (often referred to as HOLMES). These ow Mass evolved Stéﬂl’S), TOMUIMO OB—

sources have much lower 1onizing luminosities than OB stars, but 3BE37] — P
exist in greater numbers and at higher altitudes above the mid- ! |
plane (e.g. Byler et al. 2019). Rand et al. (2011), Flores-Fajardo B
et al. (2011), and Vandenbroucke & Wood (2019) showed that e HOLMES O6ﬂaﬂ,a FOT MEeHbLUVIMW
some of the trends of emission lines observed in.the DIG can AOHV3MPYIOLLIMM CBETUMOCTAMM,
be partially explained by the combination of ionizing photons

Jem OB-3Be3/bl HO WX YMCO

from OB stars plus a more vertically extended population of hot
evolved low mass stars. The ionizing luminosities and spectra HAMHOIo 60Mb e, TeM bonee Ha

of these evolved low mass stars are uncertain for the Milky OONBLLVX BbICOTAX Ha O MIOCKOCTBIO

Way; characterization of these populations with Gaia may provide ( OR-
improved constraints on their contribution to the total i1onizing K sBE3 bl COCPELAOTOHEHDI B

luminosity. nncke, a HOLMES Oachpede/1eHbl
bonee PAaBHOMEPHO MO TOACTOMY
NUCKY 1 3BE3OHOMY Fano)




Y10 13 cebqa npencraBnaeT AaHHaa paboTa’

Our work presented in this paper will focus firstly on the
investigation of the two mechanisms required to generate a DIG
layer, specifically whether the combined effects of feedback from
supernovae and 1onizing photons can elevate and maintain the
1onization state of gas high above the mid-plane. Simulations imple-
menting a time-dependent 1onization calculation will be compared
to those assuming ionization equilibrium. We will also investigate

the effect on the density and scale height of the DIG from a
component of hot evolved low mass stars contributing to the 1onizing

photon budget. The work presented here is an extension of Van-
denbroucke & Wood (2019) to include supernovae feedback along

with improvements 1n the simulation of star formation, photo- and
collisional 1onization mechanisms, and time-dependent i1onization
and recombination.

o [IpOaOIXKEeHME U paclumpeHie paboThl

Vandenbroucke & Wood (2019) ¢ yyeTom
OMAOEKA OT CYNEepHOBHIX + Apyrme
VAYYLLEHMA MOAENMDOBAHUS

e DOKYC Ha mccnenoBaHMM ABYX MEXaH/3MOB

HOLMES) + yuet Bnv
CBEPXHOBbBIX Ha PaCH

nna redepaunmn cnos DIG (OB-3e3abl +

AHMA OMAOEeKa OT

OOCT

DaCYyeT MoLenen C yv

NDaBHOBEC KA

NDaHEHWE QOTOHOB +

ETOM BDEMEHHbIX
DAKTOPOB U OTCYTCTBMA MOHM3ALUVOHHOMO

e MOXeT N 2T0 0becneynTs CyLecTBOBaHMe
1 coxpaHeHve DIG Ha BonblUMX BEICOTax C
HabnonaeMon cTeneHbo MoHM3aUmm — 7
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ABSTRACT

Widespread, high altitude, diffuse ionized gas with scale heights of around a kiloparsec is observed in the Milky Way and
other star-forming galaxies. Numerical radiation-magnetohydrodynamic simulations of a supernova-driven turbulent interstellar
medium show that gas can be driven to high altitudes above the galactic mid-plane, but the degree of ionization is often less
than inferred from observations. For computational expediency, ionizing radiation from massive stars is often included as a
post-processing step assuming ionization equilibrium| We extend our simulations of an Milky Way-like interstellar medium
to include the combined effect of supernovae and photoionization feedback from mid-plane OB stars and a population of
hot evolved low mass stars. The diffuse ionized gas has densities below 0.1 cm 3, so recombination time-scales can exceed
millions of years. Our simulations now follow the time-dependent ionization and recombination of low density gas. The long
recombination time-scales result in diffuse ionized gas that persists at large altitudes long after the deaths of massive stars that
produce the vast majority of the ionized gas. The diffuse ionized gas does not exhibit the large variability inherent in simulations
that adopt ionization equilibrium. The vertical distribution of neutral and ionized gas is close to what is observed in the Milky
Way. The volume filling factor of ionized gas increases with altitude resulting in the scale height of free electrons being larger
than that inferred from H o emission, thus reconciling the observations of ionized gas made in Ho and from pulsar dispersion
measurements.

Key words: methods: numerical — H 11 regions — ISM: structure — ISM: kinematics and dynamics — galaxies: ISM — galaxies: star
formation.
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ISM MoOKaz3bIBaOT, UTO ra3 MOXKET OblTb 3aKMHYT Ha OobLLME
faNaKTUYeCcKye BEICOTh, HO CTeneHb ero MOHN3aunn
OKa3bIBAETCA HMKE, YemM Mpeanonaraetcsa 13 HabmoaeHM

B TakMX MOZEeNnax MOHM3MPYIOLWEee M3ydyeHme
NOAKMOYAETCA Ha 3Tane NocT-00paboTKY, NPM STOM
npennofnaraeTca MOHN3aLUMoOHHOe DAaBHOBECHE

ABTOPbLI cumynvpytoT MW-=like ISM 1 BKMOYatoT B8
CUMYNALIO QUADEK OT CBEPXHOBBIX M QOTOMOHM3ALUMIO OT
OB-3Be3 1 HOLMES ¢ yyeTom BpemeHHbIX GakTopOoB Npn
OTCYTCTBWM VIOHM3ALUMOHHOIO PaBHOBEC KA

bONbLIOE BPEMA DEKOMOMHAUMM (~ 1 > MUANMOHOB NeT)
cpefbl C NNOTHOCTBIO O.1 cM=3 1 HWKke no3BongaeT DIG Ha
OO/BbLUMX BEICOTaxX COXPaHATHCA elle A0ro Nocae CMeEPTY
MaCCMBHbIX 3B€30]

B pe3ynstate cCUMynauUmMi aBToOpOB BEPTMKANBHOE
pacnpeneneHmne HemTpPansHOro M MOHM3I0BAHHOMO rasa
noayYaeTcsa OV3KMM K Habnonaemomy 8 MW
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5 CONCLUSIONS e [IpogoIKMIM pa3BMBaTh noaxoa Vandenbroucke & Wood (2019)
, , | ana DIG B 3Be3go0006pa3ylowmx oonactax crvipanbHbix
In this work, we have further developed the simulations of Vanden- o T

broucke & Wood (2019) to model the diffuse 1onized gas in star-

forming regions of spiral galaxies. We have modified the simulations M
to track explicit photoionization heating terms and cooling rates from OLVI Cb AUMPOBalT CUMYJTALIA [1A dDOTO NOHN3aUMOHROTO

De Rijcke et al. (2013). This allowed us to implement supernovae [IMRCISSECNZRENelslolaiZReyE NSz RN CRIc AR [ RO ]
feedback in the form of thermal and kinetic energy injection. To (2013)

ensure the accuracy of the ionization balance calculation at high

temperatures (now present due to supernova feedback), thermal ECENACHRIZROVMGISNOINE:IS0 ialel:lshAzROlololYISH:o]elole-RISnIIlo=l0]Z MY
collisional 1onization of the gas was implemented to complement KVHETUYECKOW SHEPTY

the existing photoionization schemes. A more complex and self-
consistent algorithm for star formation was implemented, including FERESVIFIVIS DOTOMOHM3ALMM VUM TEMNOBYIO CTONKHOBUTENBHYIO

an SFR variation with mid-plane density, and the ability to generate
source positions within the densest regions of the mid-plane. A
background type Ia supernova rate was also implemented.

NOHM3ALMIO Ta3a 4718 TOYHOrO pacyeTa MOHM3aLUMOHHOIro DanaHca
1PV BBICOKMX TemnepaTypax (1M3-3a ¢uadexka OT CBEPXHOBLIX)

e PeannzoBanm bonee CNoXHbBIV M CaMOCOrIaCoOBaHHBIM anropyTM A4 38e300000a30BaHVIA, YUMTHIBAOWMM M3MeHeHe SFR B
33BVICUMOCTIM OT MNOTHOCTM B MNIOCKOCTM OMCKA, a TaKXe MO3BONALLMN TeHEPMPOBATL MNMOJIOKEHWA MCTOYHWKOB B
Havboee NNOTHbBIX 0ONACTAX CPeaHeN NIOCKOCTY

e Pean3oBanm B3DbIBb CBEPXHOBBIX TWMA la B QOHOBOM peXxmmMme (Tak Kak 3TO HE CNedoBanio aBTOMATMYECKM 13 3a0aHHOW
CUMY AL

3
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B OMVCCVOHHbBIE NVHKK SM1EMEHTOB, Kpome BOAOPOAa: IBEACRNNOBNCEIGEY — He
DACCMATPMBANMCH (HO 0bellatoT B byayLlem yyecTs W Apyre 3nemMeHThl)
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Cxema MOOenpoBaHKA

2.1 Radiation-hydrodynamics simulations . S

2.1.1 Grid properties W@ 2-1.2 Equation of state 2.1.3 Photoionization feedback
The results presented in this paper are from simulations using the
Monte Carlo radiation-hydrodynamics code CMacIonize (Van-

2.1.4 Time-dependent ionization calculation 2.1.5 Supernova feedback 2.1.6 Star formation

denbroucke & Wood 2018; Vandenbroucke & Camps 2020) in task-
based mode. Starting from initial conditions described below, we run
all simulations to a time of 300 Myr, with the fiducial simulation
being run to 500 Myr.

2.1.7 Hot low mass evolved stars
2.2 Initial conditions 2.2.1 Density and temperature structure 2.2.2 External potential

10
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Table 1. Table of main simulation parameters and resulting vertical structures of ionized hydrogen. DIG is defined as ionized gas with 300K < T < 15000K.

meHsaeTcs co BpemeHem HOLMES Escape Ion state DIG scale Ho scale
Model name SFR luminosity fraction limiter Resolution height height

Moyr 'kpc™?) (s"'HOLMES™) (pc) (pc) (pc)

Fiducial 0.0032 0 0.1 Yes 7.81 0.0087 = 0.0003 766 = 21 291 £ 6
Equilbrium 0.0032 0 0.1 No 7.81 0.0064 = 0.0019 343 1+ 34 197 £ 24
HighSFR 0.01 0 0.1 Yes 7.81 0.0264 + 0.0020 442 + 17 227 +7
LowSFR 0.0005 0 0.1 Yes 7.81 0.00020 = 0.00001 2913 + 363 782 + 37
HOLMESLOW 0.0032 0.1 Yes 7.81 0.0203 == 0.0006 967 + 25 361 +5 ||
HOLMESMID 0.0032 0.1 Yes 7.81 0.0440 4+ 0.0014 633 =11 293 +£4
DIM 0.0032 0.02 Yes 7.81 0.0063 £+ 0.0002 1183 =29 422 +7
BRIGHT 0.0032 0.5 Yes 7.81 0.0330 £ 0.0025 517+ 16 226 £ 6
NOPHOTONS 0.0032 0.0 Yes 7.81 0.0041 £ 0.0001 1850 + 81 569 =+ 15

3 RESULTS

e B T1a0n. 1 — BXOOHbBIE (HaYaNbHBIE) MAPAMETPHI 1/
Table 1 displays the input parameters, and resulting fits for the vertical /ITOFOBble Hapal\/\e—rpb| CIDMTca ‘Elﬂﬂ 9<C|_|OH€H|_LI/|aJ_bHOI/I
structure of the DIG in our simulations. All simulations were run on BGDTI/I <KANBHOM LLUKaMb <B KDaC—K)I/I Q@MKG)

the previously described Cartesian grid with dimensions of 1 kpc X
1 kpc x 6 kpc.

The DIG parameters are retrieved by taking a median warmionized
hydrogen density at each height throughout the time period of 150—
300 Myr, and fitting to a simple exponential function. Warm gas
is selected as having 300K < T < 15000K . The mid-plane regions
(]z] < 200 pc) are not included in the fit and neither are regions close
to the upper and lower boundaries (|z| > 2 kpc). The uncertainties
are determined from the covariance matrix of each fit, with the
standard deviation of density/Ha at each height being used as the
input uncertainties. 1 1

3.1 Summary of models




Fiducial model / OnopHasa moaens

Number Density (cm~3) Temperature (K) Outflow Velocity (kms™1)

CTPYKTYPa eaANHMYHOTO T - e E—
MOMEHTANbHOIO CHMMKa BMNOTH
[10 BbICOT £ KK Ha 350 Myr

0 -400 -200

-400 -200 0 200 400 -400 -200 0 200 -400 -200 0 200 400

x (pc) x (pc)

-400 -200 0 200

x (pc) x (pc)

Figure 3. A visualization of a snapshot from the fiducial model at a time of 350 Myr. First column shows a slice of total hydrogen number density through the
centre of the grid, upper panel is a vertical slice and lower panel shows the density in the mid-plane. Second column shows temperature slices. Third column

shows outflow velocity slices, d|z|/dt. Fourth column shows total projected hydrogen column density along the y (upper panel) and z (lower panel) axes.
Columns five and six show the projected column density of neutral and ionized gas.




Fiducial model / OnopHaa moagenb

[lepsble 150 Myr asonoummn (7) of edge
on projected column density (?)

3000

ized). The photon transport is inhibited in uniform media. Tur-
bulent outflows or turbulence due to supernovae are crucial in
the support of 1onized gas at altitude. This means that the high

altitude gas remains neutral until the simulations develop out-
flows.

I

10°° 107> 1074

103 102

Total Column Density (gcm—2)

Figure 4. Evolution of edge on projected total column density for the first period of inflow and outflow 1n our fiducial model. White text at the bottom of each
panel shows the evolution time in Myr.




Fiducial model / OnopHaa moagenb
Looking at the evolution of the star formation rate throughout

EBOH FOL 1A S FR Hd ] DOTHMGH 44 5 O O Myr: the simulation 1n Fig. 5, we see the SFR increases steadily as the

simulation begins in a state of inflow, increasing the mid-plane
HOLABEM U VISMEHRHMBOCTE mass and hence the SFR. The SFR continues to vary throughout the

simulation as the evolution goes through periods of net outflow and
inflow from and into the disc. These periods of inflow and outflow are
also noted in the simulations of Walch et al. (2015) and Kado-Fong
et al. (2020).
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Figure S. The evolution of total escaping luminosity within the simulation box, and SFR throughout 500 Myr of evolution. SFR is calculated at each step as a
unction of the amount of mass within 200 pc of the mid-plane. Smoothed luminosity has been averaged over a 10 Myr uniform filter.
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Fiducial model / OnopHaa moagenb

MenmaHHaa 0na 150-500 Myr
CTOYKTYPA MIOTHOCTU
HEWTPAIbHOMO U
NOHM30BAHHOIO BOLODOAa £10
B 3aBUCKMMOCTI OT
TAS1IaKTMYECKOW BbICOTbl Z U
CPAaBHEHME C OXMOaEMbIMM

* HelTpalbHbBIM BOAOPOA
COOTBETCTBYET
OxMOaHVam a DIG nmeeT
TY e LWKaNy BEICOT, HO
MEHbLLIME MNOTHOCTM

Time Dependent lonization Reynolds Layer H*
Dickey-Lockman H°

—— Rad-Hydro DIG
—— Rad-Hydro H®
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Figure 6. Vertical extent of neutral and warm ionized hydrogen both in the Milky Way and in our fiducial (time-dependent non-equilibrium ionization) and
equilibrium-ionization simulations. Solid lines show the median densities throughout the simulation snapshots for times 150-500 Myr. Blue dashed lines
represent the Dickey—Lockman distribution for neutral hydrogen in the Milky Way, and red dashed lines show the inferred Reynolds layer for ionized hydrogen.
The red solid lines in each panel show the warm ionized structure (7' < 15 000 K) from our simulations, and the solid blue lines show the neutral structure. The
upper panel shows results of our fiducial model (with our non-equilibrium ionization scheme), and the lower panel shows the results given the assumption of
ionization equilibrium. Shaded regions cover 1o intervals. Note that the 1o dispersion of the warm ionized gas is much smaller in our time-dependent ionization
simulations. Compared to simulations adopting ionization equilibrium, our time-dependent ionization and recombination scheme yields persistent widespread
warm ionized gas at higher densities and with less temporal variability. See also Fig. 9 for images demonstrating the difference in the simulations.



Fiducial model / OnopHaa mogenb
OObeEMHBIV GAKTOP 33aNONHEHWA TOpAYEN

NOHW30BAHHOW cpenbl (T
NOHI30BAHHOW cpenbl (-

> 15000 K) Tennow
< 15000 K) m

NONHOW HEeMTPansHOW cpeabl (Tennom +

XONOOHOW)

e Mid-plane volume Tilling factor of the DIG is~
30%, increasing to~ 80% at the top of our

simulation box.

e The mid-plane volume Tilling factor of WIM/DIG in
our Tiducial model is close to the observationa
estimate from Tielens (2005) and the SILCC

simulations from Rathjen
the SILCC simulations oL

the mid-plane mass frac

et al. (2021). Similar to
- model underestimates

tion of the DIG comparec
tO observational estimates
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Figure 7. Volume filling factors of the hot ionized medium (7" > 15000
K), warm 1onized medium (7 < 15000 K), and neutral gas as a function of
height in the fiducial model. The lines show mean values for the volume filling
factors in our fiducial simulation for all snapshots from 150 to 500 Myr.




H eAOMNMYCTMOCTDb following runs, fiducial, equilibrium, and HOLMESLOW. Again it
NIOHIN3a |_|I MOHHOIO p IBHOBECKS can be seen that the equilibrium run produces much smaller and more

variable scale heights than the run utilizing the full non-equilibrium
calculation. The DIG scale height 1s seen to increase and decrease

/13MeHeHMe WKanbl BblcoT DIG

Also displayed 1n Fig. 8 1s the time-evolution of the DIG scale
-0 BPEMEREM - ETA PASTIAHABIX height in the HOLMESLOW simulation. While both the fiducial and
DEXRNMOB CUMYITTALII HOLMESLOW run oscillate between states of high and low DIG
scale height, the simulation including a dim population of HOLMES

I . o o o
1400 Equilibirum sources 1s seen to sqpport a DIG layer with a hlgh.er scalf: height for
—— Non-Equilibrium longer, and one which recovers faster after a period of inflow. The
= 12007 — Non-Equilibrium w/ Holmes I\ ,
Q | - y .. A,
~ 10001 Reynolds Layer L TR A
2 800-
Q
T 600 -
W
O
~ 4001
200 -
0 . . . . .
100 200 300 400 500
Time (Myr)

Figure 8. Time evolution of scale height of DIG layer in simulations fiducial, equilibrium, and HOLMESLOW. Scale heights are derived from fitting to
decreasing exponential. Heights of |z|] < 500pc and |z| > 2000pc are not included in the fit. DIG 1s defined as 1onized gas with 7" < 15000K.




H e |£I|O ﬂyCTM MOCTb the simulation is similar in general structure. However, the ionized

fractions above heights of 1 kpc are vastly different in the equilibrium

NMOHW3ad LI, NNOHHOIT O pa BHOBECU4H run, and the ionized hydrogen mass at height is very time variable.
C DABHEHWE 3BOMOLNMN C YYETOM volume of gas. The stochasticity in the escaping ionizing luminosity

combined with these projection effects without a limiter on rate of

HEe p ABHOBECHOCTI U 6@ 3 y AT change of 1onization state gives a flickering effect to the 1onized gas

structure.
3000

Non-Equilibrium Equilibrium

2000

1000

2 01 | O B SR T W T ) Soet fF FI AN At 4 B b T LS BN N

N

—1000

—2000

337 338 339 340 341 342 343 344 345 346 347 1337 338 339 340 341 342 343 344 345 340 347

—3000
I
10°° 10> 1074 1073
H* Column Density (gcm—2)

Figure 9. An illustration of the ‘flickering’ effect in the 1onization equilibrium simulation. Panels show the edge-on column density of ionized hydrogen at
various times between 337 and 347 Myr. The leftmost 11 panels (labelled ‘Non-Equilibrium’) show the results of our fiducial (time dependent non-equilibrium
ionization) simulation. The rightmost 11 panels (labelled ‘Equilibrium’) show the ionization equilibrium simulation. White text at the bottom of each panel
shows the simulation time in Myr. Note the extent and stability of the ionized gas in the non-equilibrium (time dependent) ionization simulation. The flickering
effect in the 1onization equilibrium simulation is evident between 341 and 343 Myr where the ionized gas is briefly much more extended.




—— 5x10%s 'HOLMES™!
100/ Neutral Gas Disk , — 1x10%s 'HOLMES™?

Bnnanme HOLMES

',/“\ | —— No Holmes
= 7 A N — Dickey-Lockman H®
$ 107! ’
Fig. 10 displays the results of the three simulations including 2 Y/ AN
hot evolved low mass sources of differing ionizing luminosities, 9 1072 °
alongside the fiducial run of the same SFR. From Fig. 5, we see 2
Compared to the Dickey—Lockman distribution, the fiducial run
has more neutral gas at large altitudes, and in these regions produces 207
less 10nized hydrogen than the Milky Way’s Reynolds layer. Fig. 10 lonized Gas Disk
demonstrates that more DIG 1s produced with increasing 1onizing lu- - ~
minosity from the low mass stars. The simulation with a total 1oni1zing £ :
: : _ : = 10~
luminosity from low mass stars of 5 x 10*8s~'kpc™ (approximately £
2.0 percent of total available) most closely matches the Reynolds )
layer. 8
g 1073 45.-1 -1
o — 5% 10"°s *HOLMES
£ —— 1x10%s 'HOLMES™?
< —— No Holmes
————— Reynolds Layer H*
1073500 —2000 —1000 0 1000 2000 3000
Height (pc)

Figure 10. Vertical extent of neutral and ionized hydrogen both in the Milky
Way and in our HOLMES simulations. Solid lines show the median densities
throughout the simulation snapshots. Lower panel shows ionized hydrogen
and upper panel is neutral. Dashed blue lines show the inferred neutral and
ionized density structure for the Milky Way, solid lines represent simulations
with different HOLMES luminositjes. Lines are median value for each height
throughout all snapshots from 150Red fill on each panel shows

1o variation around the control run with no HOLMES.




BnnaHmne HOLMES

structure 1s very close to expected densities. Fig. 11 shows the median
structure from 150 to 220 Myr in the HOLMESLOW simulation
which 1s very close Milky Way structures.
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Figure 11. Vertical extent of neutral and warm 1onized hydrogen both in

the Milky Way and in our]f HOLMESLOW |simulation averaged from 150 to

220 Myr| Lines are the same as Fig. 6.




Bnnadme SFR

Our fiducial model was 1nitialized such that the SFR within the box
was close to the mean Milky Way value (3.2 x 1073 Mg yr~! kpc™),
and then allowed to change in proportion to the gas mass below a
height of 200 pc as M,;¢. This initial SFR sets the normalization of
the Kennicutt—Schmidt relation (equation 10). We note from the work

of Elia et al. (2022) that the SFR surface density varies throughout
the Milky Way by one to two orders of magnitude. We therefore ran

two further sitmulations representing a low and high star formation
rate of 5 x 107* Mg yr'kpc™? and 1 x 1072M yr~ ! kpc™2.
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Number Density (cm™3) Temperature (K) Outflow Velocity (kms™1) Column Density (gcm™2)  Column Density H* (gcm~2) Column Density H® (gcm™2)
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Figure 12. A visualization of a snapshot from the low SFRImodel at a time of 350 Myr. Columns are the same as Fig. 3.
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Figure 13. Vertical extent of neutral and ionized hydrogen both in the Milky Way and in our low SFR simulation. Lines and shaded regions are the same as in
Fig. 6. Results are median value for all snapshots from 150 to 400 Myr. Note that the neutral material is much more sharply confined to the mid-plane, and there
is less material supported at height.
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Number Density (cm~3) Temperature (K) Outflow Velocity (kms~1!) Column Density (gcm~2)  Column Density H* (gcm~2) Column Density H® (gcm~2)
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Figure 14. A visualization of a snapshot from thg high SFR jmodel at a time of 350 Myr. Columns are the same as Fig. 3. Note that the disc is almost completely
disrupted and there is much more material at high altitudes.
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Figure 15. Vertical extent of neutral and ionized hydrogen both in the Milky Way and in our high SFR simulation. Lines and shaded regions are the same as
in Fig. 6. Results are median value for all snapshots from 150 to 400 Myr. Note that the neutral disc has been destroyed near the mid-plane, and there is an
increased amount of material at heights of 500-2 kpc.
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BbIBOAbI — ]

e /l[ccnenosanu BAMAHME Da3nYHbIX MapaMeTpoB: MOHM3aUMOHHOIO paBHOBECKA SER,
HOLMES, cTtenern yTeykm MoHM3IMPYIOWMKM GOTOHOB 13 MONEKYNADHbBIX OONaKOB, — Ha
COCTOAHME ra3a Ha Pa3MYHbIX BbICOTax B cpaBHeHnM ¢ MW

o [loateepanny otcyTcTere DIG Ha O0ONbLUMX BBICOTaxX B NPEANONOXEH I MOHN3AaLNOHHOIO
paBHOBeCUA, Kak 1 B cmynaumax Kado-Fong et al. (2020):

The impact of a population of hot low mass evolved stars on Kado-Fong et al. (2020) performed MHD simulations of the
the jonization state of the high altitude gas was investigated, as J§I1SM including the effects of supernovae, using a seli-consistent
well as a study into the effect of varying star formation rates. The [fstar formation algorithm based on sink particle formation and
effect of varying SFR on the vertically resolved ISM is primarily the assumption of ionization equilibrium. The vertically resolved

- - . . ., .. Wneutral structure reproduced that of the Milky Way, but the DIG
seen in the shape of the neutral disc. Low values of SFR inhibit

: : , layer in their simulations was highly variable in time and only
outflows and result in a sharp and dense disc, whereas high values occasionally reached the kpc scale heights inferred from observa-

tend to destroy the disc and power strong outflows to high altitudes. Btions. The assumption of ionization equilibrium and the absence
This is in broad agreement with other tall-box simulations of the Wof accreting gas from the intergalactic medium were suggested
ISM. Rathjen et al. (2023) investigated different surface densities in fas possible explanations for the low density of the DIG in their

MHD simulations with self-consistent sink particle star formation, ffsimulations. Another source of ionization of the DIG in addi-

alfld found th?t powerful bursts of Staf formation would completely In summary, we agree with the findings of Kado-Fong et al. (2020)
disrupt the disc, but low surface densities do not power outflows 0 B that when photoionization equilibrium is assumed the resulting DIG
support DIG-like structures. We similarly see close agreement to the @ . highly variable and not as extended as in the Milky Way. The

simulations of Kado-Fong et al. (2020) in our control simulations
enforcing ionization equilibrium, whereby material 1s supported at
height by the supernova feedback, but not held at a high enough
1onization state to recreate the observed Reynolds layer.

inclusion of non-equilibrium ionization 1n our simulations maintains
the DIG at high altitudes resulting in neutral and 1onized density
profiles similar to those inferred for the Milky Way.
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The most important code development relating to the simulation of
low density diffuse 1onized gas 1s the inclusion of a time-dependent
1onization state calculator to follow the ionization and recombination
of the DIG. If ionization equilibrium is assumed, a Milky Way-like

DIG layer 1s rarely formed. At DIG densities the recombination
time-scales can exceed tens of millions of years. We find that the
calculation of the ionization state in a time-dependent manner 1is
crucial for the study of 1onized gas at DIG densities.

e COBEPLWEHCTBOBAHME KOAa Cumynaumii DIG
ONarofaps BKMOUYEHWIO DACCMOTPeHMA

NOHV3ALIMOHHOIO COCTOS
COOTBETCTBEHHO PAa3BUTY
a He Ha dTane n
<TIOYEBBIM NS
1PV NIOTHOCTS

cnov DIG now
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We find that a star formation rate of 0.0032 Mgyr~'kpc™* matches | SFR 0.0032 Ms/yr/kpc? pocTatouHo ans
the Dickey—Lockman distribution of neutral gas. The required ioniz- JEESICIGEICIGIZEIsIsIASiniZ/a N OlcIG R OIS (SNl ZizMnls TDABHOIO
ing luminosity from hot evolved low mass stars to reproduce both the EEEEERIVZEINOIIVEIRE
neutral and 1onized densities at height 1s harder to constrain due to

the stochasticity inherent to the simulations, and the dependence ESEVISYSIVELY oviowlee 3nyderme ot HOLMES nopanka

of this on other parameters. However, we find that a value of q
’ x1048 QOTOHOB/S/KpC2 JOCTAaTOUHO AJ1A
5 x 10" s~'kpc2 produces close to expected density of neutral and ¢ fs/kpc? a

ionized material at high altitudes for many snapshots. This represents SOCHPOVISBEACHVA REMTPATIBH ? 1O W MORNSO0BARHAONO
2.0 per cent of the total available lomzmg lumanSlty. [ d3d Ha6ﬂ |'O,£La eMblX TTJTIOTHOCTEV Ha 60ﬂ bLLIX Bb|COTaX,

4TO COCTaBnseT 2% OT NOMHOrO MOHM3VPYIOLLETO
A31YYEHMS (B COOTBETCTBYIOLLMX GOTOMOHM3ALIMOHHbBIX
Moaensax 3IMdAB 3anoXxeHo 3HaueHme, B NpuHUmMne,
ONM3Koe Mo NopAaKy: 8 4x104 POTOHOB/S/KkpC2 =
S.0x1047 poToHOB/S/kpC2)

/ J ‘) . 4
e byormes = 8.4 - lll'/)lmlunx/ s/em” - const for attthe models

e B pesynbTate CUMyIALMKM BEPRTMKANIbHOE
DacnpeneneHme HemTpParbHOro W MOHM30BAHHOMO
ra3a nofayyaerca ODAM3KKMM K Habawoaaemomy 8 MW
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Haffner 2009 Two fundamental parameters of ionized gas along
any line of sight, s, are the dispersion measures (DM
= [ ncds), derived from pulsar observations, and the
emission measure (EM = [n.ng+ds = [nZds), de-
rived from the intensity of the hydrogen Balmer-alpha
(Ha) recombination line or from the amount of free-free
(Bremsstrahlung) emission or absorption. Comparison of
these measurements along common lines of sight indicate
that the H™ is clumped into regions having an average
electron density, n, = 0.03-0.08 cm—°, and filling a frac-
tion, f ~ 0.4-0.2, of the volume within a 2000-3000 pc
thick layer about the Galactic midplane (Hill et al., 2008;
Reynolds, 1991b). Data also suggest that the filling frac-

tion increases from f ~ 0.1 at the midplane to f > 0.3—

o OOBEMHbBIM GaKTOP 3anonHeHmsa DIG
VYBENNYMBAETCA C raslakTUYeCKOM BbICOTOM, YTO
MOMXET MPWBECTM B COMMacke pacxoxaeHna mexay
A3MEDEHMAMM LUKaNbl BbICOT MO Ha 1 No NyabCapam

It 1s seen 1n all of our simulations that the volume filling factor of
DIG rises with height above the mid-plane up to our simulation box
ceiling at 3 kpc. This result can be used to reconcile tensions between
H o and pulsar dispersion measurements of DIG scale height, with
the H o derived electron scale height often presenting as less than
75 per cent of the true value.

3.3.2 Pulsar dispersion versus H o scale height

Two commonly used observational techniques to measure DIG scale
height are pulsar dispersion measures, and the spatial distribution
of Hao emission. The former i1s proportional to the total integrated
electron density whereas the latter is proportional to integrated
electron density squared. H « scale heights are hence often simply
doubled to infer a DIG/free electron scale height following an
assumption of a constant volume filling factor (Hill et al. 2014;
Krishnarao et al. 2017). It can be seen in Table 1, however, that
in all simulations the Ha scale height 1s less than half the DIG
scale height. This can be explained by a rising DIG volume filling
factor with height, which is evident in the fiducial model in Fig. 7.
Note we are using DIG scale height and free electron scale height
interchangeably here, due to the negligible mass fraction of the HIM
as seen in both observations and simulations in Table 2. From the
pulsar dispersion measure results of Ocker et al. (2020), the local free
electron scale height has been measured as 1.571 13 kpc, with a mid-
plane density of 0.015 cm ™. Using our simulation HOLMESLOW
as the closest DIG layer in vertical structure to these observed
values, we find the Ho derived electron scale height of 722 pc
to be approximately 75 per cent of the true DIG scale height in that

simulation.

Haffner 2010

dispersion measure (DM =

Shortly following their work, the discovery of pulsars (Hewish et al. 1968) af-
forded a direct measure of the free electron column along lines of sight since their
f n, dl) causes a time delay in pulse arrival as a function of

frequency. Significant dispersion measures are seen toward pulsars—especially those
above the plane—that have no obvious 1onized region along the line of sight.

0.4 at |z| = 1000 pc (Berkhuijsen et al., 2006; Gaensler
et al., 2008; Kulkarni and Heiles, 1987; Reynolds, 1991b).
The large, 1000-1800 pc scale height, significantly larger
than that of the neutral hydrogen layer, has been de-
duced from both pulsar observations (Gaensler et al.,
2008; Reynolds, 1989) and from the rate of decrease in
the Ha intensity with increasing Galactic latitude for the
gas associated with the Perseus spiral arm (e.g., Haffner
et al., 1999). The WIM accounts for 90% or more of
the ionized hydrogen within the interstellar medium, and
along lines of sight at high Galactic latitude (i.e., away
from the Galactic midplane), the column density of the
HT is approximately 1/3 that of the neutral hydrogen
(Reynolds, 1991a).
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ABSTRACT

We present an analysis of the diffuse ionised gas (DIG) in a high-resolution simulation of an isolated Milky Way-like galaxy,
incorporating on-the-fly radiative transfer and non-equilibrium thermochemistry. We utilise the Monte-Carlo radiative transfer
code coLrT to self-consistently obtain ionisation states and line emission in post-processing. We find a clear bimodal distribution
in the electron densities of ionised gas (#.), allowing us to define a threshold of ne = 10cm™3 to differentiate DIG from H
regions. The DIG is primarily ionised by stars aged 5—25 Myr, which become exposed directly to low-density gas after Hit
regions have been cleared. Leakage from recently formed stars (< 5 Myr) is only moderately important for DIG ionisation. We
forward model local observations and validate our simulated DIG against observed line ratios in [S 1]/He, [N 11]/He, [O1]/Ha,
and [O 1]/HB against Xg,. The mock observations not only reproduce observed correlations, but also demonstrate that such
trends are related to an increasing temperature and hardening ionising radiation field with decreasing n.. The hardening of
radiation within the DIG is caused by the gradual transition of the dominant ionising source with decreasing n. from 0 Myr to
25 Myr stars, which have progressively harder intrinsic ionising spectra primarily due to the extended Wolf-Rayet phase caused
by binary interactions. Consequently, the DIG line ratio trends can be attributed to ongoing star formation, rather than secondary
ionisation sources, and therefore present a potent test for stellar feedback and stellar population models.

Key words: radiative transfer — galaxies: ISM — ISM: structure — ISM: lines and bands — HII regions — galaxies: stellar content
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